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Abstract

We presentexperimentalevidencethat
providing naive usersof a spoken dia-
loguesystemwith immediatehelpmes-
sagesrelatedto theirout-of-coverageut-
terancesimprovestheir successin using
the system. A grammar-basedrecog-
nizer anda StatisticalLanguageModel
(SLM) recognizerare run simultane-
ously. If thegrammar-basedrecognizer
suceeds,the lessaccurateSLM recog-
nizerhypothesisis not used. Whenthe
grammar-basedrecognizerfails andthe
SLM recognizerproducesa recognition
hypothesis,thisresultis usedby theTar-
getedHelp agentto give the userfeed-
back on what was recognized,a diag-
nosisof whatwasproblematicaboutthe
utterance,anda relatedin-coverageex-
ample. The in-coverageexampleis in-
tendedto encouragealignmentbetween
userinputs and the languagemodel of
thesystem.We reporton controlledex-

perimentson a spoken dialoguesystem
for commandandcontrolof asimulated
robotichelicopter.

1 Intr oduction

TargetedHelp makes useof userutterancesthat
areout-of-coverageof the main dialoguesystem
recognizerto provide the user with immediate
feedback,tailoredto what theusersaid,for cases
in which the systemwas not able to understand
theirutterance.Thesemessagescanbemuchmore
informative thanrespondingto theuserwith some
variant of “Sorry I didn’t understand”,which is
thebehaviour of mostcurrentmixed initiative di-
aloguesystems.Providing relevanthelpmessages
is a non-trivial problemwith mixed initiative sys-
tems. Thereis a muchwider rangeof utterances
that theusercouldsensiblysayto a mixed initia-
tive systemat any give point in a dialogue.In ad-
dition sincethesystemmustdetermineratherthan
dictatethedialoguestatethereis uncertaintyabout
thecontext in which helpneedsto begiven. Our
TargetedHelpapproachisaimedataddressingthis



problemusinginformationthatcanreasonablybe
extractedfrom imperfectinput.

To implementTargetedHelp we usetwo rec-
ognizers: the Primary Recognizeris constructed
with grammar-basedlanguagemodelandtheSec-
ondary Recognizerused by the Targeted Help
moduleis constructedwith a StatisticalLanguage
Model (SLM). As part of a spoken dialoguesys-
tem, grammarbasedrecognizerstuned to a do-
main performvery well, in fact betterthancom-
parableStatisticalLanguageModels (SLMs) for
in-coverageutterances(Knight etal.,2001).How-
ever, in practiceuserswill sometimesproduceut-
terancesthatareout of coverage.This is particu-
larly true of non-expert users,who do not under-
standthe limitations and capabilitiesof the sys-
tem,andconsequentlyproduceamuchlower per-
centageof in-coverageutteracesthanexpertusers.
The TargetedHelp strategy for achieving good
performancewith a dialoguesystemis to usea
grammar-basedlanguagemodel and assistusers
in becomingexpert asquickly aspossible. This
approachtakesadvantageof thestrengthsof both
typesof languagemodelsby using the grammar
basedmodel for in-coverageutterancesand the
SLM aspartof theTargetedHelp systemfor out-
of-coverageutterances.

In this paperwe report on controlledexperi-
ments,testingtheeffectivenessof animplementa-
tionof TargetedHelpin amixedinitiativedialogue
systemto controlasimulatedrobotichelicopter.

2 SystemDescription

2.1 The WITAS DialogueSystem

TargetedHelp was deployed and testedas part
of theWITAS dialoguesystem1, a commandand
control and mixed-initiative dialoguesystemfor
interactingwith a simulatedrobotic helicopteror
UAV (UnmannedAerial Vehicle) (Lemon et al.,
2001). The dialoguesystemis implementedas
a suiteof agentscommunicatingthoughthe SRI
Open Agent Architecture(OAA) (Martin et al.,
1998). The agentsinclude: NuanceCommuni-
cationsRecognizer(Nuance,2002); the Gemini
parserandgenerator(Dowding et al., 1993)(both

1See http://www.ida.liu.se/ext/witas
and http://www-csli.stanford.edu/semlab/
witas

using a grammardesignedfor the UAV appli-
cation); Festival text-to-speechsynthesizer(Sys-
tems, 2001); a GUI which displays a map of
the areaof operationandshows the UAV’s loca-
tion; theDialogueManager(Lemonet al., 2002);
the RobotControl andReportcomponent,which
translatescommandsandqueriesbi-directionally
betweenthedialogueinterfaceandtheUAV. The
DialogueManagerinterleaves multiple planning
and execution dialogue threads(Lemon et al.,
2002).

While the helicopteris airborne,an on-board
active vision systemwill interpret the scenebe-
low to interpretongoingevents,which maybere-
ported(via NL generation)to the operator. The
robot cancarry out variousactivities suchasfly-
ing to a location, fighting fires, following a ve-
hicle, and landing. Interactionin WITAS thus
involves joint-activities betweenan autonomous
systemand a humanoperator. Theseare activ-
ities which the autonomoussystemcannotcom-
pletealone,but which requiresomehumaninter-
vention(e.g.searchfor a vehicle). Theseactivi-
ties arespecifiedby the userduring dialogue,or
canbe initiatedby theUAV. In any case,a major
componentof thedialogue,andawayof maintain-
ing its coherence,is trackingthe stateof current
or plannedactivities of the robot. This systemis
sufficiently complex to serve asagoodtestbedfor
TargetedHelp.

2.2 The TargetedHelp Module

The TargetedHelp Module is a separatecompo-
nent that can be addedto an existing dialogue
systemwith minimal changesto accomodatethe
specificsof the domain. This modular design
makesit quiteportable,andaversionof thisagent
is in fact being usedin a secondcommandand
control dialoguesystem(Hockey et al., 2002a;
Hockey et al., 2002b). It is argued in (Lemon
and Cavedon,2003) that “low-level” processing
componentssuchastheTargetedHelpmoduleare
an importantfocusfor futuredialoguesystemre-
search. Figure1 shows the structureof the Tar-
getedHelp componentandits relationshipto the
restof thedialoguesystem.

Thegoalof theTargetedHelpsystemis to han-
dle utterancesthat cannot be processedby the
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Figure1: Architectureof DialogueSystemwith TargetedHelpModule

usualcomponentsof the dialoguesystem,andto
aligntheuser’s inputswith thecoverageof thesys-
temasmuchaspossible.To performthis function
theTargetedHelp componentmustbeableto de-
terminewhich utterancesto handle,andthencon-
struct help messagesrelatedto thoseutterances,
whicharethenpassedto aspeechsynthesizer. The
moduleconsistsof threeparts:

� theSecondaryRecognizer,

� theTargetedHelpActivator,

� theTargetedHelpAgent.

The TargetedHelp Activator takes input from
both the main grammar-basedrecognizerandthe
backupcategory-basedSLM recognizer. It uses
this input to determinewhen the TargetedHelp
componentshouldproducea message.TheActi-
vator’s behavior is asfollows for thefour possible
combinationsof recognizeroutcomes:

1. Both recognizersget a recognitionhypothe-
sis:
TargetedHelp remainsinactive; normaldia-
loguesystemprocessingproceeds

2. Main recognizergetsa recognitionhypothe-
sisandsecondaryrecognizerrejects:
TargetedHelp remainsinactive; normaldia-
loguesystemprocessingproceeds

3. Main recognizerrejects, secondaryrecog-
nizer getsa recognitionhypothesisandsec-
ondaryrecognizerhypothesiscanbe parsed
(rare):
normaldialoguesystemprocessingcontinues
usingthesecondaryrecognizeroutput

4. Main recognizerrejects, secondaryrecog-
nizer gets a recognition hypothesis and
secondaryrecognizerhypothesiscannotbe
parsed:
TargetedHelp is activated

5. Both recognizersreject:
TargetedHelpis notactivated,defaultsystem
failuremessageis produced

OnceTargetedHelp is activated, the Targeted
Help Agent constructsa messagebasedon the
recognitionhypothesisfrom the secondarySLM
recognizer. Thesemessagesarecomposedof one
or moreof thefollowing pieces:

What the systemheard: a report of the backup
SLM recognitionhypothesis.

What the problemwas: a description of the
problemwith the user’s utterance(e.g. the
systemdoesn’t know aword);and

What you might sayinstead: A similar in-
coverageexample.



In constructingboththediagnosticof theprob-
lemwith theutterance,andthein-coverageexam-
ple,we arefacedwith thequestionof whetherthe
informationfrom thesecondaryrecognizeris suf-
ficientto produceusefulhelpmessages.Sincethis
domainis relatively novel, thereis not very much
datafor trainingtheSLM andtheperformancere-
flectsthis. We have designeda rule basedsystem
that looksfor patternsin therecognitionhypothe-
sis thatseemto bedetectedadequatelyevenwith
incompleteor inaccuraterecognition.

Diagnosticsareof threemajortypes:

� endpointingerrors,

� unknown vocabulary,

� subcategorizationmistakes.

We found from an analysisof transcriptsthat
thesethreetypesof errorsaccountedfor the ma-
jority of failedutterances.Endpointingerrorsare
casesof oneor theotherendof anutterancebeing
cut off. For example,whentheusersays“search
for the red car” but the systemhears“for the red
car”. We useinformationfrom the dialoguesys-
tem’sparsinggrammar(whichhasidenticalcover-
ageto its speechrecognizer)to determinewhether
the initial word recognizedfor an utteranceis a
valid initial word in the grammar. If not, the ut-
teranceis diagnosedasa caseof theuserpressing
thepush-to-talkbuttontoo lateandthesystemre-
ports that to the user.2 Out-of-vocabulary items
that canbe identifiedby TargetedHelp arethose
that are in the SLM’s vocabulary but are out of
coveragefor thegrammarbasedrecognizerandso
cannotbeprocessedby the dialoguesystem.For
theseitemsTargetedHelp producesa messageof
theform “the systemdoesn’t understandtheword
X”.

Saying“Zoom in on theredcar” whenthesys-
tem only hasintransitive “zoom in” is an exam-
pleof asubcategorizationerror. In thesecasesthe
word is in-vocabulary but hasbeenusedin a way

2while thisproblemmayseempeculiarto theuseof push-
to-talk, in fact usinganotherapproachsuchasopenmicro-
phonesimply introducesdifferent endpointing(and other)
problems.Whateversystemis employed,userswill still need
to learnhow it worksto performwell with thesystem.

that is out-of-grammar. This is not simply a de-
ficiency of the grammar. In this case,for exam-
ple, zoomingin on a particularobject is not part
of the functionality of the system. To diagnose
subcategorizationerrorswe consult the recogni-
tion/parsinggrammarfor subcategorizationinfor-
mation on in-vocabulary verbs in the secondary
recognizerhypothesis,thencheckwhat elsewas
recognizedto determineif theright argumentsare
there. For thesetypesof errorsthe systempro-
ducesa messagesuchas“the systemdoesn’t un-
derstandthewordX usedwith theredcar”. These
diagnosticsareonesubstantivedifferencefromthe
approachusedin (Gorrell et al., 2002). The sim-
ple classifierapproachusedin thatwork to select
examplesentenceswould not supportthesetypes
of diagnostics.

In constructingexamplesthataresimilar to the
user’s utteranceone issueis in what sensethey
should be similar. One aspectwe have looked
at is usingin-coveragewordsfrom the user’s ut-
terance. It is likely to help naive users learn
the coverageof the systemif the examplesgive
them valid usesof in-coveragewords they pro-
ducedin their utterance.By usingwordsfrom the
user’s utterancethe systemprovidesboth confir-
mationthatthosewordsarein coverageandanin-
coveragepatternto imitate. We believe that this
leadsto greaterlinguistic alignmentbetweenthe
userand the system. Anotheraspectof similar-
ity that we suspectis important is matchingthe
utterancedialogue-move type (e.g. wh-question,
yes/no-question,command)otherwisethe useris
likely to be misledinto thinking that a particular
typeof dialogue-move is impossiblein thesystem.

Looking for in-coveragewordsis fairly robust.
Even whenthe userproducesan out-of-coverage
utterancethey are likely to produce some in-
coveragewords. The TargetedHelp agentlooks
for within-domain words in the recognitionhy-
pothesisfromthesecondarySLM recognizer. This
gives us a set of target words from which to
matchthe exampleto the dialogue-move type of
theuser’sutterance:wh-question,yn-question,an-
swer, or command.

Furthermore,for commands(which area large
percentageof the utterances)we use the in-
coveragewordsto producea targetedin-coverage



examplethatis interpretableby thesystem.These
examplesare intendedto demonstratehow in-
vocabulary wordsfrom thebackuprecognizerhy-
pothesiscould be successfullyusedin commu-
nicating with the system. For example, if the
usersayssomethinglike “fly over to the hospi-
tal”, where“over” is out-of-coverage,andthefall-
backrecognizerdetectedthewords“fly” and“hos-
pital”, the TargetedHelp agentcould provide an
in-coverageexamplelike “fly to thehospital”.For
theotherlessfrequentutterancetypeswehaveone
in coverageexampleper type. The systemcur-
rently usesa look-up tablebut we hopeto incor-
porategenerationwork which wouldsupportgen-
erationof theseexampleson thefly from a list of
in-coveragewords(Dowdingetal., 2002).

3 Designof Experiments

In orderto assesstheeffectivenessof thetargeted
help provided by our system,we comparedthe
performanceof two groupsof users,onethat re-
ceivedtargetedhelp,andonethatdid not. Twenty
membersof the StanfordUniversity community
wererandomlyassignedto oneof thetwo groups.
Therewerebothmaleandfemalesubjects,thema-
jority of subjectswerein their twentiesandnone
of the subjectshadprior experiencewith spoken
dialoguesystems.Thestructureof theinteraction
with the systemwas the samefor both groups.
They were given minimal written instructionon
how to usethe systembeforethe interactionbe-
gan. They were thenasked to usethe systemto
completefive tasks,in which they directeda heli-
copterto move within a city environmentto com-
pletevarioustaskorientedgoalswhich weredif-
ferentfor four of thefive tasks.For eachtaskthe
goalsweregiven immediatelyprior to thestartof
the interaction,in languagethe systemcould not
processto prevent usersfrom simply readingthe
goalaloudto thesystem.A giventaskendedwhen
oneof thefollowing criteriawasmet:

1. the task was accuratelycompletedand the
userindicatedto thesystemthatheor shehad
finished,

2. theuserbelievedthatthetaskwascompleted
andindicatedthis to thesystemwhenin fact
thetaskwasnotaccuratelycompleted,or

3. theusergave up.

The first andlast of the sequenceof five tasks
werethecritical trialsthatwereusedto assessper-
formance.Bothof thetaskshadgoalsof theform
“locate an x and then land at the y” The experi-
mentwasconductedin asinglesession.An exper-
imenterwaspresentthroughout,but whenasked
sherefusedto provideany feedbackor hintsabout
how to interactwith thesystem.

As statedabove, thecritical differencebetween
thetwo groupsof userswasthefeedbackthey re-
ceived during interactionwith the system.When
theusersin theNo Help conditionproducedout-
of-coverageutterancesthesystemrespondedonly
with a text display of the message“not recog-
nized”. In contrast,whenusersin theHelpcondi-
tion producedout-of-coverageutterancesthey re-
ceived in-depth feedbacksuchas: “The system
heardfly betweenthehospitalandtheschool, un-
fortunately it doesn’t understandfly when used
with the words betweenthe hospital and the
school. Youcouldtry sayingfly to thehospital.”

We hypothesizedthat: 1) providing Targeted
Help would improve users’ ability to complete
tasks(HIGHER TASK COMPLETION); and2) time
to completetaskswould be reducedfor usersre-
ceiving Targeted Help (REDUCED TIME). We
also anticipatedthat both effects would be more
marked in the first task than in the fifth task
(LARGER EARLY EFFECT).

4 Experimental Results

We found clear evidencethat targetedhelp im-
provesperformancein this environment,asmea-
suredby both the frequency with which the user
simply explicitly gave up on a task,andthe time
to completetheremainingtasks.In thissectionwe
presentthe statisticalanalysesof the experiment.
For the following analysestwo subjects,both in
the No Help condition, were excludedfrom the
analysesbecausethey gaveuponevery task,leav-
ing 9 usersin eachof thetwo helpconditions.Ex-
ceptionsarenoted.

We begin by examiningthepercentageof trials
in which usersexplicitly gave up on a taskbefore
it wascompleted.Wecomparedthepercentageof
trials in which theuserclicked the“give up” but-



ton in bothtasksfor usersin bothhelpconditions.
As predicted,a 1-within (Task),1-between(Help
condition)subjectsANOVA revealedamaineffect
of the help condition (

���
(1,16)=6.000,p � .05).

Userswho received targetedhelpwerelesslikely
to giveupthanthosewhodid notreceivehelp,par-
ticularly during the first task(11% vs. 27%). If
we includethe two subjectsin the No Help con-
dition who gave up on every taskthedifferenceis
evenmorestriking. For thefirst taskonly 11%of
theuserswho receivedhelpgave up,comparedto
45% of the userswho did not receive help. The
patternholdsup even if we includethe threein-
terveningfiller trials alongwith the experimental
trials,asdemonstratedby apairedt-testitemanal-
ysis (t(4) = 7.330,p � .05). Thosewho received
helpwerelesslikely to explicitly give up evenon
thiswidervarietyof tasks.

We next examinethetime it took usersto com-
pletethe individual tasks.Hereit is necessaryto
be clearaboutwhat is meantby “completion.” It
is moreambiguousthan it may seem. Eachtask
had several sub-goals,and it was even difficult
to objectively evaluatewhethera singlesubgoal
hadbeenmet. For instance,the goal of the first
taskwasto find a redcarnearthewarehouseand
thenland thehelicopter. Userstendedto indicate
that they hadfinishedassoonasthey saw thered
car, failing to land the helicopteras the instruc-
tionsspecified.Anothercommonsourceof ambi-
guity waswhenthe usersaw the car on the map
but never brought it up in the dialogue,simply
landingthehelicopterandclicking “finished.” The
problemwith this is thatthereis no wayof know-
ing whetherthe useractuallysaw the car before
clicking finish, and therewas no explicit record
that they wereawareof its presence.For all tri-
als the experimenterevaluatedthe task comple-
tion, recordingwhat wasdoneandwhat wasleft
undone. Accordingto the experimenter, in most
casesof potentialambiguity the basicgoal was
completed.In a few instances,however, the user
indicatedbelief that the taskhadbeencompleted
whenit obviously hadnot. An exampleof this is
thefollowing: Thegoalspecifiedwasto find ared
car nearthe warehouseand then land. The user
flew the helicopterto the policestation,andthen
clicked“finished,” endingthetask.We dealtwith

the ambiguity problemby analyzingthe time to
completiondataseparatelyaccordingto two dif-
ferentinclusioncriteria. In bothcasesthepattern
wasthesame:Userswho received help took less
time to completetasksthanthosewhodid not, the
first tasktook longerto completethanthelastone,
and the differencebetweenthe help andno help
conditionswasmoremarkedon thefirst taskthan
on thelastone.

In the first analysiswe included all trials in
which the userclicked the “finished” button, re-
gardlessof theiractualperformance.Subjectswho
failed to completeone of the two critical tasks
(tasks1 and5) wereexcludedfrom the analysis.
We useda 1-within (Task),1-between(Help con-
dition) subjectsANOVA. For task1, 89% of the
trials in the Help conditionand55% of the trials
in theNo Help wereconsidered”completed.” For
task5,100%of thetrialsin theHelpconditionand
80% of the trials in the No Help conditionwere
considered“completed.” The analysisrevealeda
marginally significantmaineffectof thehelpcon-
dition (

���
(1,11)= 3.809,p � .1), a main effect of

task(
� �������

=62.545,p � .001)andahelpcondition
by task interaction(

���
(1,11)=10.203,p � .05).

Theeffectswerein thepredicteddirection.Users
whoreceivedhelptooklesstimeto completetasks
thanthosewho did not (290.4secondsvs. 440.6
seconds),the first task took longer to complete
than the last one (365.5secondsvs. 220.4sec-
onds),andthedifferencebetweenthehelpandno
helpconditionswasmoremarkedon thefirst task
than on the last one (150.2secondsvs. 94 sec-
onds).Figure2 shows theseresults.

Onecriticism of this analysisis that it may in-
cludetrials in which the taskobjectiveswerenot
accuratelycompletedbefore the subjectclicked
“finished”. Wewishedto avoid experimentersub-
jectivity with respectto task completion,so we
conductedanotheranalysisusing the strictestin-
clusioncriteriontheexperimentaldesignallowed.
In this analysiswe includedonly thosetrials in
which all task objectives were completedand
couldbeverifiedusingthetranscripts.Thismeant
thatfor all of thetrialsweincluded,thegoalentity
wasexplicitly mentionedin thedialogue.Accord-
ing to this criteriononly 44%of usersin theHelp
conditionand18% of usersin the No Help con-



Figure 2: Time to completetask underLenient
Criterionfor completion

dition completedthefirst task. Similarly, 89%of
usersin theHelpconditionand40%of usersin the
No Help conditionaccuratelycompletedthetask.
Althoughthisanalysisisconductedonsparsedata,
it providesstrongsupportingevidencefor thedata
patternobservedin themorelenientanalysis.

Weexaminedthetime it took to completetasks
accordingto thestrictcriterion,excludingall other
trials. The ANOVA analysiswasidentical to the
previous one. It, too, revealeda main effect of
helpcondition(

� �
(1,3) = 15.438,p � .05),a main

effect of task(
����� 	

=83.512,p � .01), anda help
condition by task interaction(

� �
(1,3)=20.335,p

� .05).Again theeffectswerein thepredicteddi-
rection.Userswhoreceivedhelptook lesstime to
completetasksthanthosewhodid not (226.2sec-
ondsvs. 377.5seconds),thefirst tasktook longer
to completethan the last one (379.9secondsvs.
223.75),andthe differencebetweenthe helpand
no help conditionswasmoremarked on the first
taskthanon thelastone(190.4secondsvs. 112.3
seconds).Theseresultsareshown in Figure3.

5 Conclusions

Wehave shown thatusersbenefitfrom having on-
line TargetedHelp. Naive userswho received
TargetedHelp messageswere lesslikely to give
up andsignificantlyfasterto completetasksthan
userswho did not. Overall, thosewho did not
receive help gave up on 39% of the trials, while
thosewho received our TargetedHelp only gave
up on 6% of the trials. With respectto time,
when we consideredall trials in which the user

Figure3: Time to completetaskunderStrict Cri-
terionfor completion

indicatedthat the goal had beencompleted(re-
gardlessof performance),thoseuserswhodid not
receive our TargetedHelp took 53% longer than
thosewho did. Under stricter inclusion criteria,
which requiredtheusersto explicitly mentionthe
goal andaccuratelycompletethe task,the differ-
encewasevenmorepronounced.Thoseuserswho
did not receive help took 67.0%longer to com-
plete the tasksthan thosewho received our Tar-
getedHelp. In bothhelpconditions,performance
improvedover thecourseof theexperimentalses-
sion. However, the advantageconferredby help
merely diminishedand did not disappearduring
thesession.

These findings are remarkablebecausethey
demonstratethat it is possibleto constructef-
fective TargetedHelp messageseven from fairly
low quality secondaryrecognition.Moreover, the
studysuggeststhatsuchanapproachcanimprove
thespeedof trainingfor naive users,andmayre-
sult in lastingimprovementsin thequalityof their
understanding.

6 Future Work

Thiswork suggestsmany interestingdirectionsfor
further research.Oneareaof investigationis the
contribution of variousfactorsin theeffectiveness
of theTargetedHelpmessagefor example:

� Whatbenefitis dueto theonlinenatureof the
help?

� What benefitis due to the informationcon-
tent?



� What is the relative contribution of the vari-
ouspartsof theTargetedHelpmessageto the
improvementin userperformance.

– Is the diagnosticalonemoreor lessef-
fective thantheexamplealone?

– How muchdoesgettingthebackuprec-
ognizerhypothesishelptheuser?

– What is the mosteffective combination
of thesecomponents?

Anotherinterestingdirectionis to look ateffec-
tivenessacrossdifferenttypesof applications.The
fact that we foundpositive resultsin this domain
andthat(Gorrell et al., 2002)alsofounda variant
of TargetedHelp useful on a quite different do-
mainsuggeststhattheapproachcouldbegenerally
usefulfor a variety of typesof dialoguesystems.
We arecurrently looking at porting our Targeted
Helpagentto additionaldomains.
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